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INTRODUCTION   

Artificial Intelligence (AI) has become an integral 

part of modern education, reshaping traditional 

learning environments and offering new 

possibilities for both teachers and students 

(Holmes et al., 2021; Luckin, 2017). Beyond 

automating routine tasks, AI provides intelligent 

systems capable of analyzing student behavior and 

delivering personalized learning experiences 

(Siemens, 2020; Zhu et al., 2019). In this context, 

AI-powered platforms can tailor instruction to 

individual needs, offering real-time feedback and 

adapting content to different learning styles 

(Johnson et al., 2022; Watson & Watson, 2019). 

Such adaptive models present opportunities for 

enhancing engagement and improving academic 

outcomes by catering to diverse educational 

requirements (West, 2018; Kleanthous et al., 

2021). 
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However, the widespread implementation of AI in 

education also raises important ethical and 

practical challenges. Issues related to data privacy, 

algorithmic transparency, and potential biases in 

AI-driven systems are increasingly being 

scrutinized (Baker & Williamson, 2022; Crawford, 

2021). There is concern over the dehumanization 

of learning, as well as the risks of over-reliance on 

technology at the expense of teacher-student 

interactions (Selwyn, 2020; Williamson, 2023). 

Additionally, the unequal access to AI technologies 

can exacerbate existing educational disparities 

(Livingstone & Sefton-Green, 2020). 

This article examines the complexities 

surrounding AI's role in education, with a focus on 

balancing innovation with ethical considerations. 

It explores strategies to ensure AI systems are 

developed and used responsibly, promoting 

equity, safeguarding privacy, and supporting 

human-centered learning experiences. 

Artificial Intelligence (AI) presents significant 

potential to reshape education by identifying 

individual student needs and customizing 

instructional methods to address them, thereby 

contributing to reducing disparities in educational 

outcomes and promoting equity (Lu, 2019). AI’s 

ability to provide real-time feedback can greatly 

enhance student engagement and active 

participation in the learning process (Kerr, 2004). 

By adapting to each student’s unique learning 

preferences and pace, AI fosters a more inclusive 

and flexible learning environment. This 

personalized approach accommodates diverse 

learning styles, ensuring that students can interact 

with content in ways that align with their strengths 

and habits. 

Additionally, AI's application extends beyond 

traditional classroom settings (Cope, Kalantzis, & 

Searsmith, 2021; Srinivasa, Kurni, & Saritha, 2022; 

Timms, 2016). AI-driven technologies empower 

online and remote learning platforms to deliver 

tailored instruction, resources, and feedback, 

thereby expanding educational access to students 

in various geographic locations. This technological 

advancement enhances inclusivity, providing 

equitable learning opportunities, particularly in 

regions with limited educational infrastructure. 

However, the integration of AI in education 

requires careful ethical management. Safeguarding 

data privacy, addressing potential biases in AI 

algorithms, and ensuring transparency in decision-

making processes are paramount. Adhering to 

ethical guidelines in the use of AI in educational 

contexts is essential to preserving the integrity of 

the learning experience and upholding the rights 

and well-being of students. Proper stewardship 

ensures that AI serves as a beneficial tool while 

maintaining trust in its application. 

Numerous studies have explored the benefits of AI-

based personalized learning, offering empirical 

evidence of its positive effects on student 

engagement, academic achievement, and self-

directed learning. Research also highlights AI's 

potential to enhance online learning environments 

through personalized instruction. The tailored 

nature of AI-driven learning promotes self-

regulated learning and fosters the development of 

student autonomy and metacognitive skills (Tang, 

Chang, & Hwang, 2021). By adapting instructional 

content to meet individual student needs, AI 

accommodates varying learning styles and paces, 

creating a more inclusive and supportive 

educational experience. 

A key advantage of AI-driven personalized 

learning is the provision of real-time feedback, 

which helps to identify and address learning gaps 

promptly, thereby improving students' 

understanding and mastery of material. This 

continuous feedback loop contributes to a dynamic 

and responsive learning environment (Brock et al., 

2008; Yesilyurt, 2023). Furthermore, AI's impact 

extends beyond traditional academic subjects, as it 
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facilitates the development of essential 21st-

century skills such as critical thinking, problem-

solving, and collaboration. By customizing learning 

experiences to each student's strengths and 

weaknesses, AI supports a holistic approach to 

education, preparing students for the demands of 

the modern workforce. 

Despite these promising aspects, it is crucial to 

address the ethical concerns associated with AI in 

education, including data privacy, algorithmic bias, 

and transparency. Research on medical students 

by Buabbas et al. (2023) shows a favorable view of 

AI's role in healthcare, underscoring the need for 

similar investigations in education, particularly in 

Indonesia. As AI becomes increasingly integrated 

into education, further research is essential to 

ensure that its benefits are equitably distributed 

and that ethical concerns are effectively managed. 

Ethical and cultural differences across countries 

lead to varying perspectives on the use of Artificial 

Intelligence (AI) in education. As AI adoption in 

Indonesia expands, students must prepare for the 

technological shifts affecting education-related 

careers. However, AI's use in education poses 

certain risks, including the potential reinforcement 

of biases present in data and algorithms (Wang, 

2021). Researchers recommend that educators 

pay closer attention to AI's impact on learning 

outcomes and develop strategies to mitigate these 

negative effects. AI can perpetuate biases from its 

training data, which may result in unfair or 

discriminatory decisions. Thus, it is critical to 

assess the data used in AI models carefully and 

implement measures to minimize bias. 

Educators and researchers should also stay 

informed about AI advancements to ensure its 

ethical and transparent use in education (Luckin & 

Holmes, 2016; Pedro et al., 2019). Establishing 

clear guidelines for AI's integration into 

educational settings can help safeguard students' 

rights and enhance their learning experience. It is 

equally important to involve stakeholders, 

including students, in the development and 

deployment of AI technologies (Bhimdiwala, Neri, 

& Gomez, 2021; Chiu & Chai, 2020). In doing so, a 

deeper understanding of AI’s impact on various 

groups can be achieved, and strategies to maximize 

its benefits while mitigating risks can be identified. 

Critics have expressed concerns regarding AI in 

education, particularly around the potential loss of 

human elements in learning, data privacy, bias, and 

an over-reliance on technology (Mikelsten et al., 

2022; Rensfeldt & Rahm, 2023). This study seeks 

to examine these issues by addressing two key 

questions: (1) What is the level of student 

perception about AI in education? and (2) How 

prepared are students to apply AI in educational 

contexts? 

METHOD 

This study employed a quantitative descriptive 

survey design, chosen for its effectiveness in 

gathering data from a large number of respondents 

and providing an accurate representation of 

students' perceptions of artificial intelligence (AI) 

in education. The sample consisted of 200 students 

from the Faculty of Teacher Training and 

Education at Bengkulu University, selected from 

the 2nd, 4th, 6th, and 8th semesters to capture a 

comprehensive view of student perceptions across 

different stages of study. Snowball sampling was 

utilized, and data collection occurred over a 

fourteen-day period. Participants were informed 

of the study’s objectives and procedures, and their 

informed consent was obtained prior to 

participation. 

The research instrument, a modified version of a 

student perception questionnaire originally 

developed by Buabbas et al. (2023) for medical 

education, was adapted to the context of teacher 

education through focus group discussions (FGDs). 

The questionnaire, comprising 15 items, included 

10 items on student perceptions of AI, such as 
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"Artificial intelligence (AI) will play an important 

role in education," and 5 items on the impact of AI 

on teacher education, including "AI will replace my 

future role as Teacher." A back-translation process 

ensured the accuracy and relevance of the adapted 

instrument. 

The validity and reliability of the questionnaire 

were assessed, with Cronbach's Alpha values of 

0.755 for the perception scale and 0.635 for the 

impact scale, both indicating acceptable reliability. 

Data were collected via an online questionnaire 

distributed through Google Forms, with responses 

analyzed using descriptive statistics, including 

relative frequencies and percentages, to identify 

trends in student perceptions and the impacts of AI 

on education. Ethical guidelines were strictly 

followed, ensuring informed consent, participant 

privacy, and data confidentiality. 

Findings 

The results of the data analysis are presented in 

Table 1, which outlines students' perceptions of 

the role of AI in education. Each statement in the 

table is assigned an average score and 

corresponding percentage, allowing for the 

categorization of perceptions into three distinct 

levels: "Medium," "Low," or "High." This 

categorization facilitates a clearer understanding 

of the overall sentiment students hold towards AI 

in education, enabling the identification of specific 

areas where AI is viewed more favorably or where 

concerns may exist. The use of both average scores 

and percentages provides a nuanced depiction of 

student perspectives, offering valuable insights 

into the varying degrees of acceptance and 

apprehension regarding AI's integration into 

educational settings. 

 

Table 1: Students' Perceptions About the Role of AI in Education 

 
No Statement Average % Category 

1 AI will play an essential role in education 3.605 0.54075 Medium 

2 AI will replace some specializations in educational work 3.69 0.5535 Medium 

3 I understand the basic principles of AI 1.325 0.19875 Low 

4 I am comfortable with AI terminology 3.44 0.516 Medium 

5 I understand the limitations of AI 3.33 0.4995 Medium 

6 The presence of AI will benefit my work as a student 4.265 0.63975 Medium 

7 All students should accept the development of AI 3.485 0.52275 Medium 

8 I will be confident using AI for my assignment needs 3.415 0.51225 Medium 

9 I will have a better understanding when using AI 3.715 0.55725 Medium 

10 AI systems will have a positive impact on the world of 3.57 0.5355 Medium 

 education    
11 Incorporating AI into the lecture system will facilitate the 3.18 0.477 Medium 

 learning process    
12 Using AI in education will prepare me to be skilled in 3.38 0.507 Medium 

 lecture practices    
13 AI will replace my future role as a Teacher 3.545 0.53175 Medium 

14 Willingness to use AI in education 3.09 0.4635 Medium 

15 The  use  of  AI  should  be  maximized  in  assisting 3.655 0.54825 Medium 

 educational work    

 

The descriptive statistical analysis reveals that 

students' perceptions of AI in education are 

predominantly classified within the medium 

category. This suggests that while there is general 

agreement on the applicability of AI in educational 
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contexts, students' views on its development and 

integration remain moderate. The data indicates 

that students are receptive to the role of AI in 

education, but their overall sentiment is neither 

strongly positive nor negative. 

Table 2 provides a detailed breakdown of students' 

perceptions of AI. It shows that a significant 

majority, 76 students (38%), agree that AI will play 

a crucial role in education. Furthermore, more than 

half of the respondents, comprising 102 students 

(51%), believe that AI will eventually replace 

certain roles within educational professions. 

However, there is a notable gap in understanding 

AI's fundamental computational principles, with 

135 students (67.5%) acknowledging a lack of 

comprehensive knowledge in this area. These 

findings underscore both the acceptance of AI's 

potential impact and the need for improved 

education on AI technologies among students. 

 

Table 2: Perceptions Towards Artificial Intelligence (n=200) 

 
Statement Strongly Agree Somewhat Disagree Strongly 

 Agree  Agree   Disagree 

AI  will  play  an  essential  role  in 35 (17.5%) 76 (38%) 68 (34%) 17 (8.5%) 4 (2%) 

education          
AI will replace some specializations in 32 (16%) 103 45 (22.5%) 14 (7%) 7 (3.5%) 

educational work   (51%)       
I understand the basic principles of AI 0  0 0  65  135 (67.5%) 

      (32.5%)   
I am comfortable with AI terminology 34 (17%) 54 (27%) 81 (40.5%) 28 (14%) 3 (1.5%) 

I understand the limitations of AI 17 (8.5%) 65 89 (44.5%) 25  4 (2%) 

   (32.5%)   (12.5%)   
The presence of AI will benefit my 92 (46%) 74 (37%) 29 (14.5%) 5 (2.5%) 0  
work as a student          
All   students   should   accept   the 30 (15%) 71 69 (34.5%) 26 (13%) 4 (2%) 

development of AI   (35.5%)       
I will be confident using AI for my 37 (18.5%) 48 (24%) 79 (39.5%) 33  3 (1.5%) 

assignment needs      (16.5%)   
I  will  have  a  better  understanding 52 (26%) 60 (30%) 71 (35.5%) 13 (6.5%) 4 (2%) 

when using AI          
AI systems will have a positive impact 31 (15.5%) 76 (38%) 72 (36%) 18 (9%) 3 (1.5%) 

on the world of education          

 

Table 3 illustrates student perspectives on the 

impact of AI in education and their readiness to 

adopt it. The data indicates that a notable 

proportion, 70 students (35%), somewhat agree 

that AI systems can positively influence education 

by enhancing learning processes and better 

preparing students for practical applications. In 

contrast, a majority of students, 81 (78.7%), do not 

believe that AI will replace teachers in the 

foreseeable future. Additionally, there is a strong 

willingness among students to incorporate AI into 

their educational experiences, with 76 students 

(38%) expressing a keen interest in engaging with 

AI technologies. This table highlights a general 

acceptance of AI's potential benefits while also 

revealing skepticism regarding its potential to 

replace traditional teaching roles. 
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Table 3: Impact of Artificial Intelligence and Readiness to Use (n=200) 

 
Statement Strongly Agree Somewhat Disagree Strongly 

 Agree  Agree  Disagree 

Incorporating AI into the lecture system 24 (12%) 55 70 (35%) 35 16 (8%) 

will facilitate the learning process   (27.5%)   (17.5%)   
Using AI in education will prepare me to 34 (17%) 57 71 (35.5%) 27 11 (5.5%) 

be skilled in lecture practices   (28.5%)   (13.5%)   
AI will replace my future role as a Teacher 29 (14.5%) 81 62 (31%) 26 (13%) 2 (1%) 

   (40.5%)      
Willingness to use AI in education 18 (9%) 45 84 (42%) 43 10 (5%) 

   (22.5%)   (21.5%)   
The use of AI should be maximized in 36 (18%) 76 74 (37%) 11 (5.5%) 3 (1.5%) 

assisting educational work   (38%)      

 

The results reveal that students hold a range of 

perceptions regarding the use of AI in education. 

While many students recognize the potential 

benefits of AI in enhancing educational 

experiences, there are notable concerns and 

uncertainties about its future impact on both 

education and their roles as students or educators. 

Although there is general enthusiasm for AI's 

integration into learning, significant 

apprehensions remain. 

A primary concern highlighted by the survey is the 

potential for AI to replace traditional teaching 

roles. Students expressed worries about the 

erosion of human elements in learning interactions 

due to the increasing dominance of technology. 

Additionally, issues related to data privacy 

emerged as a significant concern, with students 

expressing awareness of the risks associated with 

the use of AI technology in handling personal 

information. 

These findings underscore the need for careful 

consideration in implementing AI within 

educational settings. It is essential to strike a 

balance between harnessing AI's capabilities for 

educational advancement and preserving 

fundamental human values in teaching and 

learning. Consequently, there is a pressing need for 

the development of robust policies and ethical 

guidelines that address these concerns to ensure 

the responsible and sustainable integration of AI 

technology in education. 

DISCUSSION  

The analysis of student perceptions regarding 

artificial intelligence (AI) in education reveals a 

generally moderate level of approval. Descriptive 

statistical analysis indicates that most students 

support the application of AI in educational 

contexts, with their views on AI’s development in 

education also falling within a moderate range. 

This suggests that while students recognize the 

potential benefits of AI, their attitudes are neither 

extremely positive nor negative, but rather 

positioned in a balanced middle ground. 

The moderate perception highlights students' 

acceptance of AI technology in education, 

indicating a willingness to embrace its integration. 

However, the balanced nature of these views 

points to a cautious optimism rather than 

unreserved enthusiasm. This insight is crucial for 

designing AI implementation strategies that 

address student perspectives and concerns 

comprehensively. 

The findings underscore AI's growing influence on 

the educational landscape and its potential to 

transform traditional teaching methods. 

Proponents argue that AI can offer personalized 
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learning experiences, addressing individual needs 

and bridging gaps in educational opportunities 

(Goksel & Bozkurt, 2019). Conversely, critics warn 

that AI could reinforce existing social and 

economic inequalities if not carefully designed, as 

it may perpetuate biases present in data and 

algorithms (Remian, 2019). 

Overall, while AI holds the promise of significant 

advancements in education, it is essential to 

navigate its integration thoughtfully. The evidence 

indicates that AI has already begun to impact the 

education sector positively, but careful 

consideration is required to ensure it contributes 

to equitable and effective educational outcomes 

(Brougham & Haar, 2018; Chatterjee, Sreenivasulu, 

& Hussain, 2021; Kelley et al., 2018). 

The survey results reveal that the majority of 

students have a medium level of perception 

regarding the use of artificial intelligence (AI) in 

education. This moderate stance reflects a neutral 

or ambivalent attitude towards AI integration in 

educational settings, aligning with findings from 

similar studies that report moderate student 

receptivity to AI in education (Bhandari et al., 

2021; Mousavi Baigi et al., 2023; Santomartino & 

Paul, 2022). 

A significant observation is the disparity in 

students' understanding of basic AI principles 

compared to findings from a study conducted in 

Kuwait by Buabbas et al. (2023). Specifically, 

Statement item 3, which assesses students' grasp 

of AI fundamentals, reveals that comprehension 

remains notably low among Indonesian students. 

This contrasts with the higher understanding 

reported among medical students at Kuwait 

University. 

Several factors may account for these perceptual 

differences. Regional variations in education 

quality and technological exposure significantly 

influence these disparities. Students in Kuwait 

likely benefit from greater AI exposure through 

advanced curricular integration and practical 

experiences, supported by the country's 

sophisticated technological infrastructure. In 

contrast, Indonesian students face challenges such 

as limited access to technology, a less 

comprehensive AI curriculum, and lower overall 

technology awareness, which may hinder their 

understanding of AI principles. 

Cultural and public awareness factors also play a 

crucial role in shaping students' perceptions of AI. 

In Kuwait, higher societal acceptance and cultural 

support for AI may contribute to a deeper 

understanding and greater acceptance of the 

technology. Conversely, in Indonesia, evolving 

cultural perceptions and limited public awareness 

necessitate efforts to enhance understanding and 

acceptance of AI technologies. 

Infrastructure differences further exacerbate these 

variations. Kuwait's advanced infrastructure, 

particularly in telecommunications and key 

economic sectors, facilitates broader technology 

adoption. Conversely, Indonesia's developing 

infrastructure may impact the speed and extent of 

technology integration in education and other 

sectors. 

The findings regarding students' preparedness to 

apply artificial intelligence (AI) in education reveal 

considerable variation in their readiness levels. 

While some students feel sufficiently prepared to 

integrate AI technology into their learning 

processes, others express the need for additional 

preparation. These differing levels of readiness are 

influenced by a range of factors, including the 

students' existing knowledge of AI, their 

technological skills, and their willingness to adopt 

AI as a supportive educational tool. Additionally, 

concerns about the social impact and ethical 

implications of AI use may also affect students' 

readiness to engage with this technology. 

Students with a solid understanding of AI 

technology and positive experiences with its 
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applications tend to exhibit greater readiness and 

enthusiasm for using AI in education (Bhandari et 

al., 2021; Kerr, 2004). Conversely, those lacking in 

AI literacy or with negative experiences may feel 

less prepared. Social and cultural factors, including 

societal norms and individual preferences, also 

play a significant role in shaping students' 

perceptions and readiness (Bhandari et al., 2021). 

Understanding these perceptions is crucial for 

designing effective AI integration strategies. Some 

students view AI as a valuable tool for enhancing 

learning efficiency and effectiveness, while others 

express concerns about the potential displacement 

of teachers and the loss of human elements in 

education (Brougham & Haar, 2018; Chatterjee et 

al., 2021). These concerns highlight the 

importance of addressing ethical and legal issues 

related to AI use, such as data privacy, security, and 

the potential impact on educational roles and 

societal norms (Avella et al., 2016; Remian, 2019; 

Kukulska-Hulme, 2012). 

To foster a more informed and supportive 

adoption of AI in education, it is essential to 

address students' concerns and enhance their 

technological literacy. By doing so, educators and 

policymakers can develop more responsive and 

sustainable AI applications that align with 

students' needs and expectations. 

CONCLUSION 

Artificial Intelligence (AI) is increasingly integral 

to contemporary education, offering significant 

potential to enhance efficiency, personalization, 

and overall educational quality. The findings of this 

study indicate that a majority of students hold a 

positive view of AI's role in learning, recognizing it 

as a valuable tool for enriching their educational 

experience and broadening access to resources. 

Nonetheless, the study also highlights students' 

concerns regarding the potential replacement of 

teachers by AI, the erosion of human elements in 

educational interactions, and issues related to data 

privacy. These concerns underscore the necessity 

for educators and technology developers to adopt 

a human-centered approach in implementing AI in 

education. This approach should ensure that AI 

complements rather than replaces the role of 

teachers and that it upholds stringent standards 

for privacy and data security. While AI holds 

substantial promise for transforming education in 

advantageous ways, it is essential to proceed with 

caution, prioritizing the needs and perspectives of 

students. The study recommends that efforts be 

intensified to enhance understanding of AI and its 

judicious use within educational settings, in 

alignment with existing academic standards. 

Furthermore, conducting comparative research 

between students who are exposed to AI and those 

who are not is essential to provide a more 

comprehensive understanding of AI's impacts and 

benefits in education. 
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