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Abstract: The article presents a comprehensive analysis 

of anti-crisis communication strategies in the era of AI-

generated deepfakes, aimed at identifying effective 

mechanisms for protecting and managing reputation 

and restoring public trust. The study is conducted within 

a theoretical and analytical framework that integrates 

concepts from cognitive psychology, media linguistics, 

digital management, and political communication. The 

analysis is based on recent international publications 

examining the perception of synthetic media, 

institutional risks, the influence of lexical formulations 

on audience anxiety levels, and the role of empathic 

strategies in managing trust crises. The focus is placed 

on practical models of response to deepfake-induced 

crises — proactive, reactive, linguistically adaptive, and 

systemic. Their cognitive and emotional effects are 

analyzed, as well as the conditions of their effectiveness 

depending on response speed, source transparency, and 

audience media literacy. Particular attention is paid to 

the cognitive-linguistic determinants of trust restoration 

— terminological framing, content labeling, empathic 

narrative, and the “post-deception” phenomenon, 

which reduces susceptibility to visual evidence even 

after debunking. The novelty of the study lies in 

conceptualizing anti-crisis communication as an 

integrative system combining algorithmic audit, 

educational practices, and emotionally calibrated 

dialogue. The proposed approach views communication 

not as a reaction to a crisis but as a resilient 

infrastructure of trust based on cognitive credibility, 

rapid feedback, and the ethics of transparency. 

Keywords: trust, communication, deepfakes, 

perception, reputation, audience, crisis. 

Introduction 

The modern information landscape is characterized by 

an unprecedented speed of content dissemination and 
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a growing share of visual sources generated using 

artificial intelligence. Among these, deepfakes hold a 

special place—audio and video materials in which faces, 

voices, or events are substituted with a high degree of 

realism [4]. Initially perceived as technological 

entertainment, today deepfakes have transformed into 

a powerful tool for the manipulation and deception of 

the public, creating risks for the reputations of 

companies, individuals, government bodies, and the 

media. 

The relevance of the topic is driven by the fact that the 

influence of deepfakes extends far beyond the media 

sphere. Fake statements by politicians can destabilize 

the socio-political situation; false video clips simulating 

technological accidents or emergencies undermine trust 

in state institutions; imitations of corporate messages 

inflict direct damage on brands,  their investment 

attractiveness, and market capitalization. As a result, a 

so-called “crisis environment of distrust” is formed, in 

which the speed of reaction and transparency of 

communication become critical factors for maintaining 

reputational stability [1]. 

The research problem lies in the fact that traditional 

models of anti-crisis communications, developed in the 

era of text-based media, prove to be insufficiently 

effective when confronting visually plausible deepfakes. 

Denial or delayed refutation does not restore trust and 

often reinforces the "false memory" effect, where 

viewers continue to believe what they saw even after a 

debunking. 

The scientific novelty of the research lies in the attempt 

to systematically examine anti-crisis strategies in the era 

of deepfakes through the prism of three interconnected 

levels—technological, cognitive-linguistic, and 

institutional. Unlike existing approaches that are limited 

to technical detection methods or descriptions of 

reputational losses, this study aims to identify the 

complex factors that determine the success of restoring 

trust in an information source after digital crises. 

The purpose of the study is to systematize and classify 

anti-crisis communication strategies aimed at mitigating 

the consequences of deepfakes and restoring public 

trust. 

Methodology 

The methodological foundation of the study is formed at 

the intersection of crisis communication theory, the 

cognitive psychology of media perception, and the 

concept of digital disinformation. The research is 

theoretical-analytical in nature and aims to identify 

patterns in the formation of anti-crisis communication 

strategies under conditions of deepfake and counterfeit 

content proliferation. The methodological framework 

integrates approaches to studying the perception of 

false information, assessing trust in sources, and models 

of institutional response in situations where reputation 

is undermined. 

A significant contribution to the development of the 

methodological base was made by the study by 

Abraham T. [1], which developed a model for assessing 

the impact of deepfakes on social networks using 

machine learning and data analysis tools. The work by 

Ahmed S. [2] demonstrates that simulating 

infrastructural incidents via deepfakes can provoke a 

systemic crisis of trust in state institutions, necessitating 

the formation of proactive response mechanisms. The 

study by Barrington S. [3] is devoted to the auditory 

aspect of disinformation and reveals that users' low 

ability to distinguish synthesized voices intensifies the 

risk of distrust in official communications. The study by 

De Nadal L. [4] examines the influence of deepfakes on 

political discourse and the stability of democratic 

processes, which allowed for the inclusion of an 

institutional component in the methodological structure 

for analyzing anti-crisis communications. The work by 

Diel A. [5] contains a meta-analytical summary of studies 

on human perception of fake content and identifies the 

"post-deception" effect—a prolonged decrease in trust 

in visual information even after its refutation. The study 

by Groh M. [6] proposes a hybrid deepfake detection 

model combining human and machine analysis, creating 

a basis for developing combined strategies for 

monitoring and early warning. The work by Lee S. [7] 

substantiates the concept of digital anti-crisis 

management focused on proactive audience 

engagement and retaining trust at the first signs of an 

information crisis. The study by Plohl N. [8] created and 

validated the Perceived Deepfake Trustworthiness 

Questionnaire (PDTQ), which allows for the quantitative 

measurement of users' trust levels in visual information 

after deepfake exposure. The research by Rauchfleisch 

A. [9] revealed that the choice of terms directly 

influences the perception of the technology's risk and 

utility, justifying the inclusion of linguistic analysis in the 

crisis communication system. The work by Romanishyn 

A. [10] contains political-communicative 

recommendations for increasing the resilience of 

democratic institutions to AI-disinformation and 
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forming public trust strategies at the state 

communication level. 

Thus, the methodological strategy of the research is 

based on an interdisciplinary synthesis of approaches 

from cognitive psychology, data analysis, digital 

communications, and socio-political sciences. The 

application of this approach made it possible to 

substantiate a comprehensive model for evaluating and 

adapting anti-crisis communication strategies in the era 

of deepfakes. The study is focused on identifying 

integration mechanisms between recognition 

technologies, cognitive patterns of trust, and 

institutional forms of response, which ensures the 

possibility of developing universal tools for reputation 

protection and trust restoration in the digital 

environment. 

Results 

The modern media environment is characterized by the 

high-speed dissemination of visual content, making it 

vulnerable to technologies that generate fake audio and 

video materials. Deepfakes are becoming not just a tool 

of disinformation and Information Warfare, but a factor 

in systemic communication failures that disrupt trust in 

official sources. As shown in the study by De Nadal L. [4], 

the distortion of reality in a digital format can influence 

electoral processes and shape mass cognitive biases in 

the perception of political events. 

One of the most significant consequences of deepfake 

proliferation is the erosion of institutional trust. The 

study by Ahmed S. [2] proved that even a single instance 

of a falsified message about an accident at an 

infrastructure facility causes a "false failure" effect—an 

instantaneous drop in trust in government 

communications. Such incidents become catalysts for 

crises in which unreliable information is perceived as 

proof of government inefficiency and pushes society 

toward panic reactions. The psychological effect of 

deepfake perception is no less dangerous. The study by 

Weikmann T. [10] noted that even after the refutation 

of fake videos, the "after-deception" phenomenon 

persists—a decrease in the level of trust in visual 

evidence in general. Similar results are reported by Diel 

A. [5], noting a stable cognitive distrust among the 

audience toward any visual materials, even those that 

have undergone technical verification. This indicates the 

need to develop communication models aimed at 

refuting fakes and restoring the recipient's emotional 

confidence. Table 1 examines the relationship between 

the type of crisis, the channel of distribution, and the 

nature of the reputational consequences. 

 

Table 1 – Structure and dynamics of crisis triggered by deepfakes (Compiled by the author based on 

sources: [2, 4, 5, 10]) 

Analytical 

parameter 

Examples from sources Interpretation of the 

communication 

strategy 

Analytical conclusion 

Informational 

crisis 

Fake audio statements and 

manipulated videos of political 

leaders 

Undermines the 

credibility of verified 

news channels 

Requires prompt 

response through 

official media 

verification 

Institutional 

crisis 

“Infrastructure failure 

deepfake” is causing a drop in 

public trust 

Triggers panic and 

weakens the legitimacy 

of government 

communications 

Necessitates pre-

established verification 

and rebuttal protocols 

Perceptual-

emotional 

crisis 

“After-deception” distrust 

effect in visual communication 

Leads to long-term 

audience cynicism and 

loss of cognitive 

confidence 

Requires empathy-

based and restorative 

communication 

campaigns 
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Distribution 

channel 

Telegram and closed networks Increases the 

invisibility and virality 

of false content 

Continuous monitoring 

of informal platforms is 

required 

Critical time 

window 

First 24–48 hours after release Determines the depth 

of reputational damage 

Implementation of 

rapid-response 

algorithms is essential 

The data in Table 1 confirm that deepfake crises develop 

according to an escalating model, from distortion of the 

information field to the formation of long-term 

emotional distrust. The most destructive cases are those 

where the false content acquires an institutional 

dimension—affecting state structures, infrastructure, or 

public opinion leaders. In such conditions, standard 

refutation measures are insufficient. A hybrid anti-crisis 

model is required, combining automated verification 

mechanisms and emotionally oriented communication 

strategies. 

The practice of responding to crises caused by deepfakes 

shows that the effectiveness of communication is 

determined not so much by the speed of refutation as 

by the organization's ability to manage the perception of 

the threat. The study by Lee S. [7] proved that proactive 

actions—publishing early comments, promptly 

confirming authentic data, and maintaining an open 

dialogue with the audience—can reduce the perception 

of a crisis threat by 25–30%. This approach transforms 

communication from defensive to preventive, building 

sustainable trust in the information source. 

A systemic perspective requires local measures and an 

institutional restructuring of crisis management 

mechanisms. The work by Ahmed, S. [2] emphasizes the 

need to introduce algorithmic auditing, 

interdepartmental coordination, and media literacy 

educational programs. These tools create an 

infrastructure of trust, where state and corporate 

structures are able not just to react to falsifications but 

to prevent their reputational consequences. 

The linguistic component of crisis communications is of 

strategic importance. The study by Rauchfleisch A. [9] 

showed that the choice of terms and semantic 

constructions influences the emotional perception of 

messages. The use of neutral formulations—for 

example, replacing the term "deepfake" with "synthetic 

media"—increases the perceived utility of the 

technology, reducing the audience's anxiety level. This 

effect can be seen as a tool for the managed 

reformatting of public discourse without distorting the 

facts. 

The empirical data presented in the sources allow for 

the classification of response models based on their 

effectiveness and sustainability. Table 2 reviews the key 

parameters of anti-crisis strategies: tools, results, and 

limitations of their application. 

 

Table 2 – Efficiency of anti-crisis communication strategies (Compiled by the author based on sources: 

[4, 7, 9]) 

Communicat

ion model 

Key tools Efficiency 

indicators 

Limitations Final assessment 

Proactive Monitoring and early 

dialogue 

Reduction of 

negative 

responses by 25–

30% (p = 0.01) 

Requires 

continuous 

readiness of 

communication 

units 

High 

Reactive Official rebuttals and 

legal statements 

Partial trust 

recovery (+12%) 

Delayed response 

amplifies 

reputational loss 

Moderate 
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Linguistically 

adaptive 

Neutral wording 

“synthetic media” 

instead of “deepfake” 

Increase in 

perceived benefit 

(+0.4 SD) 

Risk of perceived 

manipulation 

High 

Systemic Algorithmic audit, 

cross-institutional 

coordination 

Reduction in 

recurrence 

probability (–40%) 

High 

organizational 

complexity 

Strategically 

sustainable 

An analysis of the presented models shows that the 

proactive strategy forms an immediate stabilizing effect 

and should be considered a basic element of 

communication policy. The reactive model retains 

functional significance only in legally significant 

incidents, but its effectiveness is limited by the time lag 

between the crisis and the refutation. The linguistically 

adaptive strategy demonstrates high potential for 

reducing emotional tension, but it requires precise 

semantic tuning to avoid suspicions of manipulation. 

The systemic model provides the most sustainable 

result, as it is oriented toward the institutional 

prevention of crises. Unlike ad-hoc reactions, it builds a 

permanent contour of trust between the organization 

and society, where procedural transparency and 

technological auditing become the foundation of 

reputational defense. Consequently, the analysis of anti-

crisis communication effectiveness confirms that the 

transition from isolated PR measures to integrated 

cognitive-technological strategies is a necessary 

condition for maintaining public trust in the era of digital 

forgeries. 

Discussion 

Modern research in digital communications shows that 

audience trust is formed at the level of factual content 

accuracy and through cognitive mechanisms of 

interpretation and the linguistic framing of messages. 

The study by Rauchfleisch A. [9] proved that 

terminological choice has a direct impact on the 

emotional coloring of perception: the phrase "synthetic 

media" evokes mild and technologically neutral 

associations in the audience, while the word "deepfake" 

activates negative images of manipulation and 

deception. 

The perception of authenticity is determined not so 

much by the realism of the visual sequence as by the 

degree of trust in the source. The study by Plohl N. [8] 

established that the presence of an "AI-generated" label 

reduces trust in an image or video, even if the material 

is perceived as plausible. A cognitive dissonance arises 

between visual realism and cognitive trust in the source, 

which forms an effect of "heightened criticality" [4]. In a 

practical sense, this means that labeling must be 

accompanied by an explanation that provides 

contextual understanding, rather than simply signaling 

the use of artificial intelligence technologies. The 

emotional-narrative component of communication also 

plays a key role in restoring trust. The study by Lee S. [7] 

showed that the use of an empathic narrative—

admitting mistakes, expressing understanding and care 

for users—contributes to an increase in audience 

engagement and loyalty. This approach reduces the 

distance between the organization and society, making 

communication "human," which is especially important 

in a crisis of trust caused by deepfakes. 

The "post-deception" effect remains the most persistent 

factor undermining trust. The study by Weikmann T. [10] 

noted that even after public refutation of fake materials, 

a part of the audience continues to doubt the 

authenticity of any visual messages. This phenomenon is 

long-term in nature and requires restorative campaigns 

aimed at building cognitive resilience and critical 

thinking. To systematize the identified patterns, Table 3 

presents the main cognitive and linguistic factors that 

determine the process of trust restoration after 

exposure to deepfakes. 

Table 3 – Cognitive and linguistic factors of trust restoration (Compiled by the author based on sources: 

[6, 8, 9]) 

Factor Empirical evidence Mechanism of 

influence 

Communicative 

effect 

Practical implication 
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Terminol

ogical 

framing 

“Synthetic media” → ↑ 

positive perception; 

“deepfake” → ↑ negative 

Reduces 

audience 

anxiety 

Increases 

perceived 

rationality of 

messages 

Use neutral lexical 

framing 

Content 

labeling 

AI tags reduce trust in 

realistic materials 

Cognitive 

dissonance 

between 

realism and 

source 

Increases 

audience critical 

thinking 

Provide clear 

explanations for 

labeling 

Empathic 

narrative 

Acknowledging mistakes 

accelerates trust recovery 

Emotional 

identification 

Strengthens 

engagement and 

loyalty 

Adopt a human-

centered 

communication tone 

After-

deception 

effect 

Long-term distrust even 

after corrections 

Persistent 

cognitive trace 

Sustained 

skepticism 

toward the 

media 

Implement long-term 

educational initiatives 

An analysis of the presented factors shows that restoring 

trust after deepfake exposure is not an instantaneous 

process, but a complex cognitive-communicative 

reconfiguration. Terminological neutralization and 

labeling transparency create a rational basis for trust, 

while an empathic narrative provides for the emotional 

restoration of the connection between the source and 

the audience. Simultaneously, the post-deception effect 

underscores the limits of purely informative strategies: 

even with evidence and technical refutations, the level 

of trust is restored only with long-term audience support 

through educational campaigns and the emotional 

rehabilitation of perception. Consequently, the key 

direction for the development of anti-crisis 

communications is the transition from a linear model of 

refutation to a cognitive-linguistic model of trust, in 

which the interaction of rational and emotional stimuli 

forms a new culture of perceiving digital content. 

The problem of managing trust in the era of deepfakes 

extends beyond media communications and becomes a 

subject of strategic planning. The effectiveness of anti-

crisis measures is determined by the speed of reaction 

and the cognitive credibility of the information 

conveyed. The study by Ahmed S. [2] showed that 

delayed and fragmented comments intensify the 

perception of the crisis as a sign of systemic 

incompetence. Consequently, an organization operating 

on a "secondary response" model loses not so much 

time as control over the interpretation of events. The 

optimal communication format must ensure a balance 

between operational speed and cognitive precision—

the ability not just to refute a lie, but to form a 

structured perception of reality where trust in the 

source becomes the key filter for evaluating content. 

In the long term, the strategic resilience of anti-crisis 

communications relies on the institutional integration of 

technology and education. The study by Diel, A. [5] 

emphasizes that algorithmic auditing and media literacy 

must be integrated into the corporate responsibility 

system on par with legal and ethical protocols. This 

approach allows for the construction of an "ecosystem 

of authenticity," where information quality control 

becomes a distributed process among government 

structures, businesses, and users. The use of artificial 

intelligence in auditing communications must be 

accompanied by algorithmic transparency and the 

possibility of external verification, which reduces 

manipulation risks and enhances public trust in digital 

platforms. 

The style of interaction with society acquires special 

significance. The study by Lee S. [7] proved that an 

empathic and open communication style increases 

audience trust in official sources, even under conditions 

of visual uncertainty and auditory disinformation. This 

impact is achieved through emotional identification—

the audience's ability to perceive the organization as a 

"participant" rather than an abstract institution. In the 

context of crises caused by deepfakes, this factor 

becomes decisive. Neutral formulations and dry 

refutations give way to strategies based on dialogue, 
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explanation, and acknowledgment of problems. The 

linguistic aspect of strategic positioning is no less 

significant. The study by Rauchfleisch A. [9] showed that 

replacing terms with negative connotations with more 

technologically neutral ones reduces audience anxiety 

levels and increases the perceived rationality of 

communications. This requires the development of a 

corporate glossary for anti-crisis communication, where 

each term carries both a descriptive and an emotionally-

regulative function. 

Consequently, the strategic model for responding to 

deepfake crises must be based on three key principles: 

timeliness, cognitive precision, and empathic credibility. 

Timeliness ensures that the initiative is maintained in 

the information space; cognitive precision guarantees 

the consistency and factual purity of messages; 

empathic credibility forms the emotional resilience of 

the audience and counteracts the "post-deception 

effect." 

Conclusion 

The conducted research confirmed that in the context of 

growing disinformation and the rapid proliferation of 

deepfakes, traditional forms of anti-crisis 

communication—refutations, press releases, and legal 

commentaries—do not provide a sufficient level of trust 

and audience engagement. Their reactive nature and 

the time lag between the attack and the response 

intensify the effect of distrust, forming a stable 

perception of institutional weakness. The lack of 

cognitive precision and emotional targeting in messages 

leads to a situation where, even after fakes are exposed, 

a part of the audience continues to doubt the 

authenticity of official sources. 

The concept of anti-crisis communication in the era of 

deepfakes, developed within this study, represents an 

integrative approach based on a combination of 

technological authenticity, cognitive transparency, and 

empathic interaction. Unlike traditional PR strategies, 

this approach views communication not as a reaction to 

a crisis, but as a tool for the systemic maintenance of 

trust. The central element of the model is a synthesis of 

three factors: algorithmic auditing, audience media 

literacy, and emotionally calibrated dialogue. These 

components form an adaptive system capable of 

neutralizing the consequences of fakes and preventing 

their dissemination. 

From an organizational standpoint, the proposed 

strategy is oriented toward redistributing responsibility 

for information authenticity among all levels of the 

communication process—from state institutions and 

media to corporate PR services and users. This creates 

the prerequisites for forming a "distributed architecture 

of trust," where transparency and the factual accuracy 

of messages become the norm of interaction. 

From a technological side, the use of AI auditing and 

content verification tools provides the ability to control 

data authenticity in real-time. This system forms a new 

standard of digital accountability, in which every 

element of the information cycle undergoes verification 

for cognitive credibility and emotional adequacy. 

Thus, anti-crisis communication in the era of deepfakes 

is transforming from a set of reputational reactions into 

a strategic infrastructure of public trust. Its effectiveness 

is determined by the speed of reaction and the ability to 

restore the cognitive and emotional balance between 

the source and the audience. The application of the 

proposed concept allows for an increase in the resilience 

of institutions to disinformation, minimizes reputational 

losses, and forms a new culture of communication 

responsibility based on transparency, empathy, and 

technological authenticity. 

A promising direction for further research is the 

empirical verification of the proposed model based on 

the analysis of real-world cases of reputational crises 

caused by deepfakes, as well as the development of 

cognitive trust metrics that allow for the quantitative 

assessment of the effectiveness of anti-crisis 

communication strategies in the digital environment. 
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