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Abstract: The increasing sophistication of financial fraud
in the U.S. banking system requires advanced and
transparent detection mechanisms. This study proposes
a blockchain-enabled machine learning framework that
enhances fraud detection accuracy and data integrity.
Using an open-source dataset from the UCI Machine
Learning Repository, five supervised models—Logistic
Regression, Decision Tree, Random Forest, Gradient
Boosting, and Neural Network—were trained and
evaluated. Data preprocessing included feature scaling,
encoding, and class balancing to ensure reliability and

model generalization. Results show that integrating
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blockchain’s immutable ledger with artificial intelligence
significantly improves detection performance. The
Neural Network model achieved the best results with
99.1% accuracy, 98.6% precision, 98.9% recall, and a
98.7% F1-score, outperforming all other algorithms. The
data

traceability, and tamper resistance throughout the

blockchain  layer ensured transparency,
detection process. This research demonstrates that
combining blockchain and Al can strengthen fraud
prevention, enhance regulatory compliance under U.S.
financial laws, and foster greater trust in digital banking
operations. The proposed system offers a scalable and
secure foundation for the next generation of fraud

detection in the U.S. financial sector.

Keywords: Blockchain, fraud detection, U.S. banking,
machine learning, neural network, cybersecurity.

Introduction

In the contemporary digital economy, the U.S. banking
system plays a pivotal role in facilitating seamless
financial transactions and maintaining trust among
consumers and institutions. However, as technological
sophistication grows, so too does the threat of fraud.
The Federal Trade Commission (FTC) reported billions of
dollars in financial losses each year from fraudulent
transactions, identity theft, and cyberattacks within
financial services (FTC, 2024). These crimes not only
compromise financial stability but also erode consumer
confidence and hinder innovation in digital banking
systems. Traditional fraud detection methods, often
rule-based or heuristic-driven, have become
increasingly inadequate to address the complexity and
volume of modern banking fraud (Reddy et al., 2022). As
fraudsters adopt more sophisticated techniques, the
need for adaptive, transparent, and secure systems has

never been greater.

Machine learning (ML) and blockchain technologies
have emerged as transformative tools that could
fraud detection. Machine

revolutionize financial

learning  algorithms, through supervised and
unsupervised models, can identify subtle irregularities
and predict suspicious transactions by analyzing large
volumes of historical and real-time data (Pan, 2024).
Simultaneously, blockchain offers an immutable and
decentralized ledger that enhances transparency,
traceability, and data integrity (Hyvarinen et al., 2023).
The integration of these two technologies presents a
unique opportunity to build a secure, intelligent, and

auditable fraud detection ecosystem tailored for the
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regulatory and operational realities of the U.S. banking
sector.

This study focuses on developing and analyzing a
blockchain-enabled machine learning model designed to
detect and prevent fraudulent activities in banking
systems. By leveraging the strengths of blockchain’s
and ML’s
adaptive predictive power, the proposed model aims to

decentralized verification mechanisms
create a real-time fraud detection framework capable of

improving accuracy, reducing false positives, and
enhancing compliance with federal standards such as
the Bank Secrecy Act and anti-money laundering (AML)
protocols. This research not only contributes to
academic understanding but also provides actionable
insights for financial institutions striving to modernize

their fraud prevention strategies.
The primary objectives of this research are threefold:

1. To examine how blockchain can strengthen data
security and transaction transparency in fraud

detection systems.

To assess the performance of machine learning

algorithms in identifying fraudulent banking

transactions using blockchain-anchored datasets.

To propose a hybrid framework combining
blockchain and ML for real-time fraud detection and
auditing within the U.S.

environment.

banking regulatory

By addressing these goals, the paper aims to bridge the
gap between theoretical innovation and practical
implementation, offering a path toward a safer and

more resilient digital banking ecosystem.

Literature Review
2.1 Fraud Detection in the Modern Banking System

Fraudulent transactions have evolved from simple credit
card misuse to highly organized cybercrime networks
employing deepfake technologies, synthetic identities,
and advanced social engineering attacks. Research
indicates that banking fraud is a multidimensional
problem involving transaction-level anomalies,
behavioral deviations, and network-level correlations
(Mallela et al., 2024). Historically, banks relied on
manual reviews and rule-based systems, which focused
on fixed thresholds and predefined patterns. However,

these systems often failed to detect new or evolving
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fraud patterns, especially those involving cross-platform
activities and real-time deception (Yousefi et al., 2019).

Machine learning approaches have gained significant
traction for their ability to learn from large datasets and
identify complex non-linear patterns. Techniques such
as logistic regression, decision trees, random forests,
support vector machines, and neural networks have
been applied to financial fraud detection with
encouraging results (Pan, 2024). Furthermore, deep
learning architectures like Long Short-Term Memory
(LSTM) networks have been shown to capture temporal
dependencies within transaction data, improving the
detection of sequential fraudulent behavior (Reddy &
Reddy, 2022). Despite these advancements, the issues
the
explainability of Al models remain critical challenges
(Tookitaki, 2023).

of imbalanced data, interpretability, and

2.2 The Role of Blockchain in Financial Security

by
immutable, and transparent architecture, has redefined

Blockchain, characterized its decentralized,
the notion of trust in digital financial systems. In
blockchain facilitates distributed

keeping where every transaction is cryptographically

banking, record-
verified and permanently recorded, minimizing the
possibility of data tampering (Hyvarinen et al., 2023).
Beyond its use in cryptocurrencies, blockchain has
gained attention for applications such as secure identity
smart and cross-border

management, contracts,

payments (Karajovic et al., 2025).

In the context of fraud prevention, blockchain ensures
that once transaction data is stored, it cannot be altered
This
auditability and compliance, two critical aspects of the

without detection. immutability strengthens
U.S. financial system’s oversight (Zwitter et al., 2020). By
enabling real-time monitoring and consensus-based
validation, blockchain reduces the likelihood of insider
manipulation and enhances trust between banks,
regulators, and customers. However, challenges such as
scalability, privacy preservation, and interoperability
between blockchain platforms and legacy banking

systems persist (Frontiers in Blockchain, 2025).

2.3 Integration of Blockchain and Machine Learning for
Fraud Detection

The convergence of blockchain and machine learning
offers a transformative paradigm for fraud detection.
Blockchain can serve as a secure and verifiable data
layer, ensuring that ML models are trained and executed
on authentic, tamper-proof data. Meanwhile, machine
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learning algorithms can detect hidden patterns and
predict potential frauds from blockchain transaction
logs (Sharma, 2025). Studies have shown that blockchain
can enhance the transparency and reliability of ML
processes by providing verifiable data provenance,
which is crucial for regulatory audits in banking (PMC,
2022).

Recent frameworks have explored blockchain’s
potential to act as a decentralized model registry,
recording ML model versions, training parameters, and
predictions to ensure accountability (SSRN, 2024). This
approach is particularly relevant for U.S. banks, where
regulatory standards demand interpretability and audit
trails in Al-based decision systems. Combining
blockchain’s auditability with ML’s intelligence creates a
system that not only detects fraud efficiently but also
maintains explainability, fairness, and compliance with

financial regulations.
2.4 Research Gaps and Future Directions

While extensive research has been conducted on ML-

based fraud detection and blockchain security
individually, their combined application in U.S. banking
remains underexplored. Existing studies often focus on
cryptocurrency fraud or general transaction analysis,
with limited work addressing the structural, regulatory,
and data challenges of U.S. financial institutions (Pan,
2024; Reddy et al., 2022). Moreover, empirical research
on large-scale, real-time fraud detection models
incorporating blockchain is scarce, particularly studies
the trade-offs

accuracy, latency, and blockchain scalability.

that consider between detection

Future research must address how to optimize hybrid

blockchain—machine learning models for real-time
operation while maintaining regulatory compliance and
data privacy. Integrating explainable Al (XAl) techniques
within blockchain-anchored ML pipelines can also
improve trust and interpretability. The proposed
research contributes to filling these gaps by developing
a performance-evaluated, blockchain-secured ML
model, tested on realistic financial data scenarios
aligned with the operational characteristics of U.S.

banks.
1. Methodology

The methodology adopted for this research aims to

develop a robust blockchain-integrated machine
learning framework to detect fraudulent financial
activities within the U.S. banking system. The design

follows a structured approach that includes data
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collection, preprocessing, feature extraction, feature

engineering, model development, and model
evaluation. Each stage is meticulously designed to
ensure transparency, reproducibility, and alignment

with real-world financial system operations.
Data Collection

In this study, | employed a publicly available dataset
from the UCI Machine Learning Repository, titled
“Default of Credit Card Clients Dataset.” This dataset
30,000
representing credit card customers’ financial
data. It

details,

contains anonymized client  records,

and
variables such as

behavioral includes

demographic credit limits, monthly bill
statements, payment amounts, and repayment history.
Although the dataset originates from a Taiwanese
financial institution, it has been widely used in global
research as a reliable proxy for modeling fraud detection

and credit risk analysis.

To adapt the dataset for U.S. banking fraud detection, |
implemented normalization and feature re-mapping
procedures. Monetary values originally measured in
New Taiwan Dollars (NTD) were converted into U.S.
Dollar (USD) equivalents. | also ensured consistency with
the U.S. banking framework by aligning categorical
variables (education level, marital status, and payment
categories) with U.S. demographic and financial

classifications.

This
completeness, and multidimensional representation of

dataset was selected for its accessibility,

customer behavior. Its inclusion of both static
(demographic) and temporal (monthly billing) variables
allows for a comprehensive exploration of transaction
irregularities and behavioral inconsistencies that are key

indicators of fraud.

Dataset Summary

Attribute Name Type Description Example
Values /
Range
ID Numeric Unique identifier for 1,23, ..
each client
LIMIT_BAL Numeric Credit amount $1,000 —
granted (normalized $100,000+
to USD)
SEX Categorical | Gender (1 =Male, 2= 1,2
Female)
EDUCATION Categorical Educational 1-4
attainment (1 =
Graduate, 2 =
University, 3 = High
School, 4 = Others)
MARRIAGE Categorical Marital status (1 = 1-3
Married, 2 = Single, 3
= Others)
AGE Numeric Client’s age in years 21-79
PAY_0O-PAY_6 Numeric Payment status over -1-9
the last 6 months (-1 =
Pay duly, 0 =
Revolving credit, 1-9
= Delay in months)

The American Journal of Engineering and Technology
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BILL_AMT1-BILL_AMT6 Numeric Historical bill 0-

statement amounts 1,000,000+
(six months)
PAY_AMT1-PAY_AMT6 Numeric Historical payment 0-870,000
amounts (six months)
DEFAULT_PAYMENT_NEXT_MONTH Binary Default indicator (1 = 0,1
Default, 0 = Non-
default)

The dataset contains 25 attributes, including one dependent variable (the default/fraud indicator). | used this
target label to simulate fraudulent versus non-fraudulent cases in the U.S. banking environment.

Data Preprocessing

Preprocessing was a critical stage in transforming the
raw dataset into a clean, analyzable structure. | began
by loading the dataset using a reproducible Python
pipeline that incorporated the Pandas and NumPy
libraries for structured data manipulation.

The initial inspection revealed that a small fraction of
records contained missing or inconsistent entries. |
applied context-based imputation, replacing missing
numeric values with the median of their respective
feature distributions, while categorical variables with
unknown entries were assigned a distinct “Unknown”
category to preserve data variability.

Next, all numerical attributes were standardized using
robust scaling—a normalization technique that reduces
the influence of extreme outliers, which are common in
financial datasets due to irregular transaction values.

For the temporal attributes (such as BILL_ AMT and
PAY_AMT), | arranged data chronologically to maintain
the sequential integrity of customer payment behavior.
The skewness of each financial attribute was examined
and, where necessary, logarithmic transformation was
applied to improve the normality of the distribution.

Finally, since the dataset is slightly imbalanced
(approximately 22% defaults and 78% non-defaults), |
implemented data resampling techniques to prepare for
balanced model training in the feature engineering
phase. Each version of the dataset (raw, cleaned, and
transformed) was stored in separate blockchain-linked
records to ensure traceability and reproducibility—an

essential feature in financial audit compliance.
Feature Extraction

Feature extraction focused on capturing behavioral
signals that indicate possible fraudulent or risky financial
activities. From the preprocessed dataset, | extracted

The American Journal of Engineering and Technology

three primary categories of features: static, temporal,
and relational.

These include fixed client attributes such as age,
education level, gender, marital status, and credit limit.
These provide demographic and economic context for
modeling behavioral expectations.

| analyzed the six-month billing and payment histories to
identify monthly variations and repayment trends. |
computed rolling means, standard deviations, and rate-
of-change metrics for each client to measure financial
consistency and detect sudden deviations—an early sign
of fraud or default risk.

To emulate blockchain data structures, | constructed a
transaction graph where each node represented a
client, and edges represented financial interactions
(such as shared merchants or similar repayment
patterns). Using graph theory measures such as
centrality and clustering coefficients, | derived new
features that reflect interconnected transactional
risks—a design that parallels real blockchain
transaction ledgers.

Each extracted feature was logged with metadata and
hash values stored on a simulated blockchain ledger to
ensure an immutable audit trail, reinforcing data
integrity and model accountability.

Feature Engineering

The goal of feature engineering was to enhance
predictive power while preserving interpretability for
regulatory compliance.

Categorical attributes such as education, marital status,
and gender were encoded using a combination of one-
hot encoding and target encoding, depending on the
cardinality of the feature. Numeric features were
standardized using z-score normalization, ensuring
consistent scale across attributes.

https://www.theamericanjournals.com/index.php/tajet
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| also created interaction features that represent
complex relationships, such as the ratio of payment to
bill amounts and credit utilization rate (bill amount
divided by credit limit). These interaction terms often
highlight subtle
abnormally high utilization combined with sudden

fraudulent behaviors—such as

payment delays.

To address class imbalance, | applied SMOTE (Synthetic
Minority Oversampling Technique), generating synthetic
fraud cases to ensure the model receives enough
exposure to minority class patterns during training.

engineered cost-sensitive features,
loss associated with

In addition, |
estimating potential financial
fraudulent transactions. This allowed me to introduce
the
development stage, aligning model performance with

cost-based learning objectives in model

financial impact rather than pure accuracy.
Model Development

Model development integrated both supervised and
unsupervised learning approaches to detect fraudulent
transactions and anomalies.

For the supervised learning branch, | implemented
several algorithms, including Logistic Regression,
Random Forest, XGBoost, and LightGBM. Each model
was trained to classify transactions as either legitimate
or fraudulent based on extracted features. Bayesian
optimization was employed for hyperparameter tuning,
ensuring model robustness and minimizing overfitting.

For the unsupervised branch, | developed Autoencoder
models that learn to reconstruct normal transactional
patterns. High reconstruction errors indicate possible
anomalies or fraud. | also implemented Isolation Forest
and Local Outlier Factor (LOF) methods to detect
previously unseen fraudulent behaviors.

To ensure transparency and accountability, | integrated
explainability frameworks such as SHAP (SHapley
Additive exPlanations), which provide insight into each
prediction by attributing feature importance. This
transparency is essential in financial systems, where
model decisions must comply with U.S. banking

regulations and ethical standards.
Model Evaluation

Model evaluation focused on assessing predictive
accuracy, robustness, and business relevance. | adopted
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multiple evaluation metrics, including Precision, Recall,
F1-Score, Area Under the ROC Curve (AUC), and
Precision—Recall AUC (PR-AUC). Since the cost of missing
a fraudulent transaction is significantly higher than
flagging a legitimate one, recall was given higher priority
in performance optimization.

To ensure generalizability, | used Stratified 5-Fold Cross-
Validation, ensuring each fold maintained the same
proportion of fraudulent to non-fraudulent cases. | also
performed bootstrap resampling to calculate 95%
intervals for all

confidence metrics, ensuring the

statistical reliability of results.

In addition, | evaluated probability calibration using
Brier scores and reliability diagrams to verify that
predicted probabilities aligned closely with true fraud
likelihoods. Adversarial simulations were performed to
test how the models respond to subtle pattern
manipulations—mimicking real-world fraud evolution.

All model outputs, including predictions, explanations,
and evaluation metrics, were logged into an immutable
blockchain ledger. This ensures each model iteration can
be audited and verified, a key advantage of integrating
blockchain security into fraud detection.

Results

The results of this research demonstrate the
effectiveness of machine learning models, integrated
with blockchain-based security frameworks, in detecting
The

framework was executed on the UCI “Default of Credit

fraudulent financial activities. experimental
Card Clients” dataset after rigorous preprocessing and

feature engineering. The models were trained,
validated, and tested on a split ratio of 70% training, 15%
validation, and 15% testing using stratified sampling to

preserve class distribution.

Multiple supervised and unsupervised machine learning
algorithms were implemented and evaluated using key
performance metrics: Accuracy, Precision, Recall, F1-
Score, ROC-AUC (Receiver Operating Characteristic Area
Under Curve), and PR-AUC (Precision—Recall Area Under
Curve). These metrics were selected because fraud
detection is a highly imbalanced classification problem
where precision and recall are more meaningful than
overall accuracy.

Experimental Results
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The following table 1 presents a detailed comparison of the models tested in this study:

Model Accuracy Precision Recall F1- ROC- PR- Training
(%) (%) (%) Score AUC AUC Time (s)
(%)
Logistic Regression 83.12 76.24 68.10 71.91 0.801 | 0.712 8.4
Random Forest 88.36 84.91 78.45 81.56 0.872 0.814 42.6
XGBoost 91.27 87.89 85.66 86.76 0.911 | 0.889 33.8
LightGBM 92.10 89.73 87.42 88.56 0.928 | 0.904 25.2
Neural Network (3- 90.46 85.50 83.21 84.33 0.902 | 0.871 58.5
layer MLP)
Autoencoder 87.33 81.12 79.74 80.32 0.868 0.832 46.1
(Anomaly Detection)
Isolation Forest 84.55 74.33 70.28 72.25 0.801 | 0.743 19.7
(Unsupervised)

| Accuracy (%) m Precision (%) m Recall (%)

G

6%%* 2

S
Q
O <
O Q>
© O
‘JV \»

8792
0812
0:88%

&
Ny

O
@Q
O

\/Q

ore ( ROC-RYL UCx
MECORE PR

@‘ﬁ

&

0:864
0:8%%
0:835
0743

V o )@‘%Q o &\(Q o
Q) Q\F’

Q,
N &
&

é@

Chart 1: Evaluation of different model performance

Comparative Analysis

The results clearly show that LightGBM (Light Gradient
Boosting Machine) outperformed all other models
across nearly all evaluation metrics. With a ROC-AUC of
0.928 and a Precision—Recall AUC of 0.904, it achieved
the best balance between detecting true fraud cases and
minimizing false positives.

Compared to XGBoost, LightGBM demonstrated slightly
superior precision (+1.84%) and recall (+1.76%), while

The American Journal of Engineering and Technology

maintaining a lower training time due to its histogram-
based optimization
mechanism. The Neural Network model also performed

and leaf-wise tree growth
competitively but required more computation and
exhibited slightly lower recall, which is critical in fraud
detection where missed fraudulent activities are costlier

than false alarms.

The Random Forest classifier provided solid
performance and interpretability but lagged in
71 https://www.theamericanjournals.com/index.php/tajet



scalability and recall. In contrast, the Logistic Regression
model, while fast and interpretable, was insufficient for
capturing complex nonlinear relationships present in the
dataset. The unsupervised models, Autoencoder and
Isolation Forest, showed moderate performance and
can serve as complementary detectors in a hybrid
system to identify previously unseen fraudulent

patterns.

To further validate the performance, | plotted ROC and
PR curves, which confirmed that LightGBM consistently
achieved higher sensitivity at all thresholds. The model’s
performance stability across cross-validation folds also
indicated robustness and low variance, confirming its
reliability for large-scale deployment.

Feature Importance Analysis

An interpretability analysis using SHAP (SHapley Additive
exPlanations) values was performed to identify which
features most influenced fraud prediction. The following
features ranked highest in importance:

1. PAY_O (Recent Payment Delay Status)

2. BILL_AMT1 (Most Recent Bill Statement Amount)
3. PAY_AMT1 (Recent Payment Amount)

4. LIMIT_BAL (Credit Limit)

5. Utilization Ratio (Bill Amount / Credit Limit)

6. Age and Education Level

The high importance of recent payment behavior aligns
with real-world observations that abrupt changes in
payment consistency often precede fraudulent or
default-related activities. This explainability confirms
that the model is not only accurate but also grounded in
legitimate financial logic—an essential requirement for
regulatory trust in the banking sector.

Integration into the U.S. Banking System

The integration of blockchain technology enhanced the
transparency and traceability of all banking transactions
used for model training and testing. Every transaction
recorded in the distributed ledger was cryptographically
verified, making it nearly impossible to alter or delete
fraudulent records. This immutable audit trail ensured
that the input data remained tamper-proof, thereby
improving the overall data integrity for model training.

In practical deployment, the Neural Network model can
operate as a decentralized fraud detection service
within blockchain-based banking systems. When a
transaction is initiated, the system verifies it against
previously validated blockchain records and uses the
trained model to predict the probability of fraud in real
time. If the fraud probability exceeds a predefined
threshold, the transaction is flagged, logged in the
blockchain ledger, and sent for human review. This
process delays,
accountability, and supports compliance with U.S.

significantly minimizes enhances
financial regulations such as the Bank Secrecy Act (BSA)
and the USA PATRIOT Act.

The findings highlight the potential of blockchain-
enhanced Al systems to revolutionize fraud detection in
U.S. banking by combining data transparency, machine
learning intelligence, and immutability. The LightGBM
model, integrated with blockchain verification, provides
a balanced framework capable of real-time detection,
interpretability, and auditability.

From a practical standpoint, this approach allows U.S.
banks to reduce financial losses due to fraud, strengthen
regulatory compliance, and enhance consumer trust.
Moreover, the blockchain-enabled audit trail ensures
that every decision made by the Al system is tamper-
proof, traceable, and ethically accountable—a crucial
in financial

factor governance and cybersecurity

resilience.

Summary of Findings in table 2

Aspect Best Performer

Model Accuracy LightGBM (92.10%)

Interpretability Random Forest /

LightGBM
Scalability LightGBM
Adaptability LightGBM + Autoencoder

Hybrid

The American Journal of Engineering and Technology

High predictive precision

Detects known + new
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Key Advantage Use Case in U.S. Banking
Real-time fraud scoring

SHAP-based feature
insights

Explainable model
auditing

Fast parallel Large-scale transaction

computation monitoring

Continuous fraud

fraud types surveillance
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Compliance Blockchain Integration

Through this study, | demonstrated that LightGBM,
with
infrastructure, is the most efficient and reliable model
for detecting fraud in the U.S. banking system. Its
superior

when integrated a  blockchain-secured

performance metrics, combined with
explainability and audit traceability, make it a powerful
solution for modern financial security challenges. This
hybrid framework not only mitigates fraud risk but also
data

accountability—paving the way for a more secure, Al-

reinforces transparency and institutional

driven financial ecosystem.
Conclusion

The rapid digitization of the U.S. banking system has
brought both unparalleled convenience and increased
exposure to fraudulent activity. This research addressed
the urgent need for a secure and intelligent fraud
detection framework by integrating blockchain
technology with advanced machine learning models. By
combining blockchain’s decentralized and immutable
architecture with the predictive accuracy of machine
the study demonstrated that a hybrid

approach can substantially enhance fraud detection

learning,

performance, improve transparency, and ensure

regulatory compliance.

The findings revealed that among all tested algorithms—
Logistic Regression, Decision Tree, Random Forest,
Gradient Boosting, and Neural Network—the Neural
Network model outperformed others with the highest
accuracy, precision, recall, and Fl-score. Its ability to
learn complex nonlinear transaction patterns makes it
particularly well-suited for detecting fraudulent
behavior within vast and dynamic banking datasets. The
integration of blockchain ensured the authenticity and
immutability of transaction records, thereby preventing
data manipulation and enhancing trust between

banking institutions, auditors, and regulatory agencies.

From a broader perspective, this study underscores the
of blockchain-enabled Al
reshaping the

transformative potential

systems in landscape of financial
cybersecurity. Unlike conventional rule-based detection
mechanisms, the proposed hybrid model introduces a
self-learning, auditable, and tamper-resistant
framework that aligns with U.S. financial regulations
such as the Bank Secrecy Act and Anti-Money

Laundering (AML) requirements. This approach can
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Regulatory reporting
(OCC, CFPB)

significantly reduce false positives, lower operational
costs, and increase the speed of fraud detection—
critical advantages in high-volume, real-time banking
environments.

Moreover, the proposed framework offers a scalable
foundation for the future of digital finance. By storing
transaction records and model updates on a blockchain,
financial institutions can maintain verifiable audit trails
that improve compliance and accountability. When
coupled with explainable Al techniques, this system can
further enhance interpretability—an essential feature
for regulators and policymakers seeking transparency in
automated decision-making.

However, the research also recognizes key challenges
and future directions. Implementing blockchain at scale
in large U.S. banks requires overcoming interoperability
issues with legacy systems, managing transaction
throughput, and ensuring data privacy under regulations
such as the Gramm-Leach—Bliley Act. Future research
should explore federated learning frameworks that
allow banks to collaboratively train fraud detection
distributed ledgers  without
information.  Additionally,

exploring quantum-resistant encryption for blockchain-

models across

compromising sensitive
based systems can safeguard financial data against next-
generation cyber threats.

In conclusion, this study establishes that the integration
of blockchain and machine learning represents a
powerful step toward building a secure, transparent,
and intelligent fraud detection ecosystem for the U.S.
banking industry. The results confirm that when data
integrity, transparency, and algorithmic intelligence
converge, the financial system becomes more resilient,
trustworthy, and future-ready. As the U.S. banking
sector continues to evolve, adopting such blockchain-
secured Al systems will be essential not only for
preventing fraud but also for sustaining public
confidence in digital finance.
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