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INTRODUCTION   

The creation of the Transformer models, which 

serve as the basis for sequence-to-sequence tasks, 

has led to notable advances in Neural Machine 

Translation (NMT). Introduced by Vaswani et al. 

[1] in 2017, the vanilla Transformer model has 

found extensive use in natural language processing 

(NLP). The model handles the links between 

tokens inside a sequence using self-attention 

instead of recurrence or convolution. The primary 

focus of this design is on translating phrases 

independently, which might present difficulties 

when translating longer texts because cross-

sentence context is necessary to uphold coherence, 

clear out ambiguities, and preserve the original 

meaning. 

This study primary focus is to address these 

challenges and improve the quality and 

consistency of NMT by maintaining the structural 

and semantic connections between sentences 

inside a document. Instead of processing each 

sentence separately, redesigning of the positional 

encoding mechanism in processing sequences 

allows it to span numerous sentences. 

In order to capture sentence-level dependencies, 

this paper discusses the shortcomings of current 

positional encoding approaches in discourse-level 

contexts, suggests a hierarchical encoding 

strategy, and presents a novel conditional 

attention mechanism that allows relevant context 

to be selected from the most relevant sentences 

within a document. By enhancing NMT systems' 

ability to manage lengthier sequences with 

intricate inter-sentential interactions, these 

contributions hope to produce translations that 

are more precise and sensitive to context. 

1 POSITIONAL ENCODING 

1.1 Motivation for Positional Encoding 

The vanilla Transformer model contains no 

recurrence and no convolution, so when attention 

used in an unrestricted manner (attention being 

performed over the whole sequence) the model 

does not have information about the relative or 

absolute position of the tokens in the sequence. It 

could be said that the model operates on a bag-of-

tokens derived from the initial sequence. To 

provide the model with information about the 

relative and absolute position of the tokens the 

original paper suggests to use positional encoding. 

That is an additional embedding of tokens based 

solely on their position in the sequence that is 

added to the tokens’ original embedding. 

1.1.1 Is Positional Encoding Needed at All?  

There is no known empirical study of the 

importance of the positional encoding mechanism 

for the performance of the Transformer model. 

However, it could be argued that the results for 

Convolutional S2S model [2] is relatable to some 

extent to the Transformer model since it is also a 

no recurrence model. The Convolutional S2S 

model was shown to perform well without any 

positional embedding at all [2]. It was also shown 

that a vanilla encoder-decoder RNN model could 

benefit significantly from a refinement of word 

embeddings with the source sentence’s bag-of-

words representation [3]. These results suggest 

that the knowledge of the position of tokens might 

be of      little importance for NMT systems 

processing texts in the sentence-by-sentence 

fashion. The order of words in output translation is 

preserved by the auto-regressive manner of the 

decoder and in most cases words’ meaning could 

be disambiguated just by the bag-of-words 
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representation of the source sentence. Now let’s 

consider the case of processing the whole 

document with the Transformer at once by simple 

concatenation of sentences together. It is obvious 

that examination of the sequence (that consists of 

every word in the document) in a bag-of-words 

manner would be of no use in the task of 

disambiguation of a word’s meaning if that word 

used in the document in several meanings. The 

same logic is applicable to the challenges of 

cohesion and coherence maintenance (e.g. 

anaphora resolution). Therefore, a way to 

condition the attention scores by the relative 

position of the tokens is needed. 

1.2 Redesigning Positional Encoding 

Since there is no known prior work on positional 

encoding with respect to a discourse-level context, 

the implementation could be suggested based on 

the various assumptions regarding the context. 

Definition 1.1. Structural unit is a part of a text that 

could be naturally derived from the source text’s 

organization. Examples of structural units are 

collections, articles, chapters, topics, paragraphs, 

and sentences. 

Assumption 1. Words ordering inside a sentence 

contains useful information for translation. 

Assumption 2. Ordering of structural units in a text 

contains useful information for translation. (e.g. 

sentences ordering is important) 

Assumption 3. The relevance of parts of one 

structural unit to themselves tends to be higher 

than to the parts of another structural unit. (Local 

relevance depends on boundaries of structural 

units. For example, words in the same sentence 

tend to be more relevant to each other than the 

words from another sentence.) 

To utilize all three assumptions stated above it is 

sufficient for a positional encoding to encode for 

each token in a sequence its absolute positions 

with respect to each structural level starting from 

the beginning of the sequence. So, for example, if 

words, sentences, and paragraphs could be 

distinguished in a text, then the 135th word of the 

text contained in the 4th sentence of the 2nd 

paragraph would be encoded with PE135,4,2. Such 

encodings could be learned together with the 

model [2]. 

1.3 Existing Approaches Applicability 

1.3.1 Sentence Delimiters.  

[4] suggests several context fusion strategies of 

which the best-performing one is the 

concatenation of the previous source sentence to 

the sentence being processed with a special 

sentence-break token between them. Authors of 

the paper demonstrate that such approach 

significantly improves the overall translation 

quality of the encoder-decoder RNN model. This 

approach seems to be inapplicable to the 

Transformer model as is, because the Transformer 

model uses no recurrence and therefore process 

sequences as bag-of-tokens. With this aspect in 

mind, it could be seen that the sentence-break 

tokens used on its own give the model only the 

information on the number of sentences in the 

sequence. It does not give the model enough 

information to determine to which sentence a 

word belongs to. 

If this method is used in conjunction with the plain 

one-level positional encoding of words as in the 

original model but applied to the whole document 

at once, it still provides attention layers with no 

useful information per se. Keeping in mind the fact 

that the Transformer model on each iteration 

process input sequence as bag-of-tokens it could 

be noted that the presence of the sentence-break 

tokens in the bag-of-tokens does not help the 

model to distinguish words from different 

sentences. However, this time it could be assumed 

that in the best case if it is needed for the model to 

distinguish sentences attention layer could enrich 
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the tokens’ encoding with the sentence-belonging 

information (based on their relative position to the 

sentence-break tokens) to be used by the following 

attention layers. In this case, the result is identical 

to the result of the multi-level positional encoding 

proposed in Section 1.2, however, it comes at a cost 

of computation of a single attention layer (which is 

considered to be more expensive than computing 

the positional encoding) and could be unstable in 

terms of the result. 

 

 
Fig. 1. Encoder stack extended with Source2Token sentence encoding block and additional Multi-Head Attention 

block [1]. 

 

2 HIERARCHICAL ENCODING OF CONTEXT 

SENTENCES 

The original proposal to feed the context to the 

Transformer model by processing the whole 

document as a single sequence is computationally 

expensive because the Self-Attention layer’s 

computational complexity scales quadratically 

with respect to the sequence length. So to mitigate 

the overall computational complexity it is 

proposed to substitute the full-length sentences in 

the key and value matrices of the Attention layer 

with sentences’ encoding vectors. Sentence 

encodings could be calculated with source2token 

self-attention [5].  

Following the notation of [1], for a sentence j with 
𝑚 words {𝑤1, … , 𝑤𝑚}, where each word is 
represented with an embedding vector of 
dimensionality 𝑑𝑚𝑜𝑑𝑒𝑙, the 𝑠𝑜𝑢𝑟𝑐𝑒2𝑡𝑜𝑘𝑒𝑛 
sentence’s embedding 𝑠𝑗 ∈ 𝑅𝑑𝑚𝑜𝑑𝑒𝑙  is calculated 

with a scaled dotproduct attention block. 

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄,  𝐾,  𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘

) 𝑉#(1)  

 

𝑠𝑗 = 𝑆𝑜𝑢𝑟𝑐𝑒2𝑇𝑜𝑘𝑒𝑛(𝑆𝑗) 

𝑆𝑜𝑢𝑟𝑐𝑒2𝑇𝑜𝑘𝑒𝑛(𝑆) = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑞, 𝑆𝑊𝐾 , 𝑆𝑊𝑉)𝑊𝑂#(2)  

https://www.theamericanjournals.com/index.php/tajet


THE USA JOURNALS 

THE AMERICAN JOURNAL OF ENGINEERING AND TECHNOLOGY (ISSN – 2689-0984) 
VOLUME 06 ISSUE09 

                                                                                                                    

  

 49 

 

https://www.theamericanjournals.com/index.php/tajet 

 

 

Where 𝑆𝑗 ∈ 𝑅𝑚×𝑑𝑚𝑜𝑑𝑒𝑙 is a matrix of word 

embeddings of the sentence 𝑗, and learnable 
parameters are 𝑞 ∈ 𝑅𝑑𝑘 , 𝑊𝐾 ∈ 𝑅𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝜗 , 𝑊𝑂 ∈
𝑅𝑑𝜗×𝑑𝑚𝑜𝑑𝑒𝑙.  

Then it is proposed to collect all sentence 

encodings to form K and V matrices for the Multi-

Head Attention blocks of the Transformer. It is 

thought that the direct information flow from the 

words in the source sentence is crucial for the 

translation. Because of this to preserve the original 

Attention structure the model could be extended 

with additional Multi-Head Attention block in the 

encoder and decoder stacks which is fed with K 

and V matrices constructed of source2token 

sentence embeddings. It could also be done with 

additional heads in the existing Multi-Head 

Attention blocks. A scheme of the Transformer’s 

encoder stack extended with the additional Multi-

Head Attention block is provided in Figure 1. A 

model with this architecture could be trained end-

to-end on the translation task. As K and V matrices 

in the additional Multi-Head Attention block are 

shared among different sentences and words 

within sentences, queries in this block could be 

stacked together as they are stacked in the 

previous Multi-Head Attention block. 

3 CONDITIONAL CONTEXT AGGREGATION 

3.1 Motivation 

To include the discourse-level context in the 

Transformer model it is proposed to process the 

whole document as a single sequence (please refer 

to      section 1 of this paper     ). However, since the 

computational complexity of Self-Attention layer 

scales quadratically with respect to the sequence’s 

length [1] it could be computationally infeasible on 

longer documents. 

To mitigate the higher computational complexity 

of processing the whole document at once it was 

proposed to encode each sentence with a single 

vector representation and to perform Self-

Attention over these sentence-vector 

representations. This approach has two 

drawbacks. 

1. Word-level precision is lost for attention due 

to the aggregation. 

2. It still scales quadratically with respect to the 

number of sentences in a document. 

To counteract these drawbacks a new assumption 

regarding the context structure is needed. 

Assumption 4. For each word in a document, there 

are only a few sentences in the same document that 

are needed to correctly translate it. 

With this new assumption, it is suggested that for 

each word being encoded with Self-Attention it is 

sufficient to consider words from only the top T 

most relevant sentences. To select top T most 

relevant sentences for a given word a similarity 

function (e.g. dot-product) could be calculated 

between the linearly transformed word vector and 

sentences’ sorce2token encodings. 

3.2 Aggregating Words from The Most Relevant 

Sentences 

The high-level outline of the approach is the 

following. 

1. Encode each sentence in a document with a 

single vector using source2token self-

attention. 

2. For each word in the document: 

a. Calculate the relevance score between this 

word and every sentence in the document. 

b. Select top T most relevant sentences in the 

document. 

c. Transform its embedding through Attention 

over words from the top T most relevant 

sentences. 

Relevance function is defined as a scaled dot-
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product between a query and keys. 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑄, 𝐾) =
𝑄𝐾𝑇

√𝑑𝑘

#(3)  

KeepTopT function is defined identically to [6] 

with the notation adopted (k→t) to prevent 

overlap with the one currently being used. 

𝑲𝒆𝒆𝒑𝑻𝒐𝒑𝑻(𝝑, 𝒕)𝒊

= {𝝑𝒊   𝒊𝒇  𝝑𝒊 𝒊𝒔 𝒊𝒏 𝒕𝒉𝒆 𝒕𝒐𝒑 𝒕 𝒆𝒍𝒆𝒎𝒆𝒏𝒕𝒔 𝒐𝒇 𝝑 

− ∞  𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆   

To allow the gradient flow to the relevance 

computation block through a Self-Attention block 

over words from selected top T sentences it is 

proposed to augment the attention scores of 

selected words with an addition of the relevance 

score of their sentences (based on which they were 

selected) before Softmax application. In this case, 

constructing the K and V input matrices for the 

Attention block (Equation 1) with words only from 

selected top T sentences is mathematically 

identical in terms of the final result to placing all 

words of the document in the K and V matrices and 

adding the corresponding relevance scores to the 

attention scores before Softmax (utilizing the fact 

that the relevance scores for the irrelevant 

sentences equal to minus-infinity). Of course, in 

practice it is supposed to calculate attention scores 

only for the words from top T selected sentences.      

Bringing it all together, an Attention head j in the 

Multi-Head Attention block in the encoder stack of 

the original Transformer model could be redefined 

as follows to incorporate conditional attention 

over the whole document. It is assumed that there 

is a document with n sentences with m words in 

each. 

 

𝑆 = [𝑆𝑜𝑢𝑟𝑐𝑒2𝑇𝑜𝑘𝑒𝑛(𝑆1)  ⋮  𝑆𝑜𝑢𝑟𝑐𝑒2𝑇𝑜𝑘𝑒𝑛(𝑆𝑛) ]𝑛×𝑑𝑚𝑜𝑑𝑒𝑙
𝑤ℎ𝑒𝑟𝑒  𝑆𝑖 = 𝑋[(𝑖 − 1)𝑚 + 1 ∶  𝑖𝑚, : ]#(5)  

 

 

𝑀 = [𝛾0,0,0 𝛾0,0,1 𝛾1,0,0 𝛾1,0,1   ⋯ 𝛾0,𝑛,𝑚  ⋯ 𝛾1,𝑛,𝑚   ⋮ ⋮  𝛾𝑛,0,0 𝛾𝑛,0,1   ⋱ ⋮  ⋯ 𝛾𝑛,𝑛,𝑚  ]
𝑛×𝑑𝑚𝑜𝑑𝑒𝑙

𝑤ℎ𝑒𝑟𝑒𝛾𝑖1,𝑖2,𝑖3

= {1, 𝑖𝑓 𝑖1𝑒𝑞𝑢𝑎𝑙𝑠 𝑡𝑜 𝑖2 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 #(6)  
 

 

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑗(𝑋)

=  𝑆𝑜𝑓𝑡𝑚𝑎𝑥[𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑋𝑊𝑗
𝑄𝑋 , 𝑋𝑊𝑗

𝐾𝑋)

+  𝐾𝑒𝑒𝑝𝑇𝑜𝑝𝑇[𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑋𝑊𝑗
𝑄𝑆 , 𝑆𝑊𝑗

𝐾𝑆), 𝑡]𝑀 ](𝑋𝑊𝑗
𝑉𝑋)#(7)  

 

Where 𝑆 ∈ 𝑅𝑛×𝑑𝑚𝑜𝑑𝑒𝑙  is a matrix containing all 
sentences’ encodings; 𝑀 ∈ 𝑅𝑛×𝑛𝑚 is an auxiliary 
matrix mapping of sentences to words; 𝑋 ∈
𝑅𝑛𝑚×𝑑𝑚𝑜𝑑𝑒𝑙  is the input matrix of words’ 
embeddings; Softmax and KeepTopT functions are 
applied to the input matrices row-by-row; 

𝑊𝑗
𝑄𝑋 , 𝑊𝑗

𝐾𝑋 , 𝑊𝑗
𝑄𝑆 , 𝑊𝑗

𝐾𝑆 ∈ 𝑅𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑗
𝑉𝑋 ∈

𝑅𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝜗 are learnable parameters. 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 head in the Multi-Head Attention block 
of the encoder in the original Transformer model 
could be substituted with the 
𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 block directly. The 
resulting model could be trained end-to-end with t 
> 1. It has been shown that this occasionally-
sensitive behavior of a gating unit is enough for 
end-to-end training [7] [6]. 
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Table 1. Computational complexity for different layer types. 𝑛 is the number of sentences, 𝑚 is the 
average number of words in each sentence. 

 

 

Fig. 2. Binary tree representation of depth 5 of a document consisting of eleven sentences. 

Circles represent encodings; arrows represent the 

flow of computation; numbers denote the order of 

nodes generation. The circles denoted by 1 

represent Source2Token encodings of sentences in 

the document. The circle denoted by 5 represents 

the root encoding of the document that is encoding 

the whole content of the document in a single 

vector. 

3.3 Hierarchical Sentence Selection 

As it was noted in the section 3.1 the 

computational complexity of calculations of the 

attention scores over all sentences’ encodings 

scales quadratically with respect to the number of 

sentences. It is used to select the most relevant 

sentences from the document for a given word. To 

further reduce the computational complexity of 

the ConditionalAttention block it is proposed to 

construct a binary tree representation of the 

document’s content to search over it for relevant 

sentences. To navigate and branch computations 

over the tree the Relevance (Equation 3) and 

KeepTopT (Equation 4) functions are used 

https://www.theamericanjournals.com/index.php/tajet


THE USA JOURNALS 

THE AMERICAN JOURNAL OF ENGINEERING AND TECHNOLOGY (ISSN – 2689-0984) 
VOLUME 06 ISSUE09 

                                                                                                                    

  

 52 

 

https://www.theamericanjournals.com/index.php/tajet 

 

respectively. To allow a gradient-flow from the 

resulting embedding transformation through the 

tree to the gating units the cumulative relevance 

score is propagated from top to bottom of the tree 

and added to the attention scores of the words of 

the selected sentences before the Softmax 

activation. 

 

 

Fig. 3. Illustration of the Traverse Tree procedure 

keeping top 2 relevant sentences applied to a 

binary tree representation of depth 5 of a 

document consisting of eleven sentences. Circles 

represent encodings; arrows represent the flow of 

computation; numbers in rectangles denote the 

order of computations. Numbers in rectangles with 

rounded edges represent computed relevance 

scores — the bottom one is relevance score for the 

encoding contained in the node; the upper one is 

cumulative relevance score that is summed 

together scores of all nodes on the path from the 

rootNode to the node. Filled with grey rectangles 

represent scores dropped by KeepTopT function. 

The bottommost rectangles contain the cumulative 

relevance scores of the sentences that are added to 

the attention scores of the words in them. 

3.3.1 Constructing a Binary Tree 

Representation of Content.  

To search for the most relevant sentences in the 

document it is proposed to construct a binary tree 

representation of the document’s content. The 

outline of the ConstructBT process is the following. 

1. Encode sentences with the Source2Token Self-

Attention (please refer to the equation 2). 

2. Divide encodings into pairs. (for an odd 

number of encodings leave one encoding in a 

dummy pair of a single member) 

3. For each pair produce an aggregated single 

vector encoding by applying a function 

Merge(e_l,e_r ) to the members of the pair. In 

the case of a dummy pair just copy the 

encoding further — creating a node with a 

single child node. 

4. Go to step 2 applying it to the encodings 

produced on the previous step until there is 

only one encoding at the top (root encoding). 
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So that all sentences’ encodings lie on the same 

(bottommost/last) level of the resulting tree. The 

example of the described binary tree structure is 

presented in Figure 2. This approach outputs a tree 

with at most 2n nodes for a document with n 

sentences, thus the computational complexity of 

such aggregation of the document’s content is O(n) 

with respect to the number of sentences.  

Merge function could be implemented in a number 

of ways, for example by averaging the input 

encodings, source2token self-attention, or multi-

dimensional source2token self-attention [5]. Here 

it is proposed to use a Source2Token Self-Attention 

block (equation 2) with weights sharing 

throughout the tree (except for the initial 

sentences encoding procedure). 

3.3.2 Selecting the Most Relevant Sentences 

from the Tree.  

For a word embedding xi being transformed it is 

proposed to use the following procedure called 

TraverseTree to select top T most relevant 

sentences from the tree representation of the 

document’s content. Similarly to the discussed 

above in the Section 3.2 method the intermediate 

result here would be the relevance score for each 

sentence in the document with all of them except 

for top T are being equal to -∞. 

TraverseTree procedure      (illustrated in Figure 

3):      

1. Start by calculation of a relevance score for the 

rootNode. 

2. Process each level of the tree following the 

children of the nodes processed on the 

previous level. 

a. Compute relevance scores for the nodes on the 

current level. Except for the nodes with already 

defined relevance scores of -∞ (could be there 

after the step 2c). 

b. Apply KeepTopT function to the computed 

relevance scores on the current level keeping 

top T scores. 

c. Propagate relevance scores of -∞ through the 

tree down to the bottommost level. 

With this approach the relevance scores for the top 

T sentences for a given word could be calculated 

with O (t ∙ log n) operations on encodings instead 

of O(n) with the earlier proposed approach 

(Section 3.2). Integration of these weights in the 

Attention block is straightforward. 

 

𝐻𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑖𝑐𝑎𝑙𝐶𝑜𝑛𝑑𝐴𝑡𝑡𝑗(𝑋)

= 𝑆𝑜𝑓𝑡𝑚𝑎𝑥[𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑋𝑊𝑗
𝑄𝑋)

+ 𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑒𝑇𝑟𝑒𝑒[𝑋, 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝐵𝑇(𝑆), 𝑡]𝑀](𝑋𝑊𝑗
𝑉𝑋) 

 

Where 𝑆 ∈ 𝑅𝑛×𝑑𝑚𝑜𝑑𝑒𝑙  is a matrix containing all 
sentences’ encodings; 𝑀 ∈ 𝑅𝑛×𝑛𝑚 is an auxiliary 
matrix mapping of sentences to words; 𝑋 ∈
𝑅𝑛𝑚×𝑑𝑚𝑜𝑑𝑒𝑙  is the input matrix of words’ 
embeddings; 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 function is applied to its 
input row-by-row; 𝑇𝑟𝑎𝑣𝑒𝑟𝑠𝑒𝑇𝑟𝑒𝑒 function is 

applied row-by-row to its input 𝑋; 𝑊𝑗
𝑄𝑋 , 𝑊𝑗

𝐾𝑋 ∈

𝑅𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑗
𝑉𝑋 ∈ 𝑅𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝜗  are learnable 

parameters. 

Computational complexities of the mentioned 

designs of attention blocks are listed in the Table 1. 

DISCUSSION 

The proposed extensions to the Transformer 

model for Neural Machine Translation (NMT) 

demonstrate the potential to significantly improve 

the quality of translations, particularly when 

handling longer texts that require cross-sentence 
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context. By redesigning the positional encoding 

mechanism and introducing hierarchical encoding 

and conditional attention, the model is better 

equipped to preserve semantic and structural 

relationships across sentences within a document. 

This addresses a critical gap in current NMT 

systems, which often struggle with maintaining 

coherence, resolving ambiguities, and ensuring 

consistent meaning when translating documents 

rather than isolated sentences. 

Comparison with Existing Approaches 

Our approach builds upon the foundation of prior 

work in document-level NMT and context-aware 

translation mechanisms. Traditional methods, 

such as those using sentence concatenation with 

special tokens [4], offer some improvement in 

translation quality but are limited by the lack of 

explicit modeling of cross-sentence dependencies. 

Our hierarchical encoding strategy and the 

introduction of multi-level positional encoding go 

beyond simple concatenation by explicitly 

modeling the structural units within a text, 

allowing the model to distinguish between 

different levels of context (e.g., sentence, 

paragraph) more effectively. 

Similarly, while previous efforts such as those by 

Voita et al. [3] and Zhang et al. [5] have explored 

the integration of discourse-level context through 

memory networks and hierarchical attention, our 

approach offers a more direct and computationally 

efficient solution. The conditional attention 

mechanism introduced in this work allows for 

selective aggregation of context from the most 

relevant sentences, reducing computational 

complexity while maintaining the necessary 

granularity of word-level attention. This method is 

particularly advantageous for large-scale 

translation tasks where computational resources 

are a limiting factor. 

Limitations and Future Work 

Despite the promising results, there are several 

limitations to our approach that warrant further 

exploration. First, the hierarchical encoding 

strategy assumes a clear and consistent structure 

within documents, which may not always be the 

case in real-world text. Texts with irregular or 

ambiguous sentence structures may pose 

challenges for the model's ability to effectively 

encode and utilize cross-sentence context. 

Additionally, while our approach reduces 

computational complexity compared to processing 

entire documents as single sequences, the 

hierarchical and conditional attention mechanisms 

still introduce additional overhead that may 

impact performance in low-resource settings. 

Future work could focus on optimizing the 

computational efficiency of the proposed methods, 

perhaps by exploring alternative approaches to 

sentence encoding or by integrating dynamic 

context aggregation techniques that adjust the 

level of detail based on the complexity of the input 

text. Additionally, extending the model to handle 

multilingual contexts or specialized domains (e.g., 

legal, medical) could further enhance its 

applicability and robustness. 

Implications for NMT Systems 

The enhancements presented in this article have 

broader implications for the development of NMT 

systems, particularly in domains where the 

preservation of cross-sentence coherence and 

meaning is critical. By enabling more accurate and 

context-aware translations, these methods could 

improve the usability of NMT systems in 

professional and academic settings, where the 

integrity of translated documents is paramount. 

Furthermore, the ability to handle longer and more 

complex texts opens up new possibilities for 

applications in automated summarization, content 

generation, and cross-lingual information 

retrieval. 

CONCLUSION 
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Extension of the Transformer model to 

incorporate cross-sentence context more 

efficiently suggests an improvement in quality in 

the field of Neural Machine Translation. 

Combination of hierarchical encoding, redefined 

positional encoding, and conditional attention 

mechanisms is a path forward for improving the 

accuracy and coherence of document-level 

translations. While challenges remain, the 

methods proposed in this work offer a foundation 

for a future research and development in NMT. 
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